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Abstract
Among the deep learning methods for analyzing big data, CNN shows excellent performance in image and text classification. In this paper, we propose a text classification method to improve the performance of Convolutional Neural Networks (CNN) using Latent Dirichlet Allocation (LDA). LDA is used to extract topics that imply important information in the document. The CNN model is constructed using extracted topics. We also evaluate the accuracy of the existing CNN and proposed CNN through classification of news articles in four categories. The evaluation results show that the proposed method improves accuracy by 5% compared to existing CNN. 
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I. Introduction
With the development of the web and mobile, online space can be accessed anytime and anywhere. Accordingly, various types of data are increasing exponentially. This is called big data. There is a limit to processing big data with existing data analysis methods. Therefore, research on Deep Learning, which is one of various methods for efficiently analyzing big data, has been actively conducted[1,2]. Convolutional Neural Networks (CNN) is one of the Deep Learning algorithms. CNN is said to perform exceptionally well in image processing [3,4]. Not only image processing but also text processing such as Natural Language Processing (NLP) has been actively researched, and it is known to have text processing performance that is not inferior to other Deep Learning algorithms [5,6]. 

The topic, which is one of the information implied in a document, is not evident in the document. However, it can be useful because it connotes important information in the document. Latent Dirichlet Allocation (LDA) is one of the methods of extracting topics in a document, stochastically selecting the topic and words in a topic that make up a document[7,8].
Therefore, in this paper, we extract the potential topics in the document using LDA and construct the CNN model by training. It is proved that the proposed method shows improvement by comparing the accuracy of the CNN model constructed by the general CNN model and the proposed method.
II. Related Works
With existing data analysis methods, it is difficult to process the exponentially generated data. Therefore, deep learning studies are being actively conducted to analyze vast amounts of data. Research on image and text classification using CNN has been actively conducted[3,4,5,6]. The study of classifying images using CNN has been preceded and proved to have good performance [3,4]. As it led to active research on classification of texts, it has been proved that CNN has a performance comparable to other deep learning algorithms[5,6]. In [5], Kim  compared the performance of CNN with other deep learning algorithms through CNN model for training by sentence unit. In [6], Lai et al. proposed the RCNN model by combining Recurrent Neural Networks (RNN) for performance improvement of the CNN model and compared with other deep learning algorithms. 
Previous studies have attempted to improve the performance of text processing through deep learning model building method. However, this paper focuses on the topic of the document to improve the performance of document processing. Topics can be explained as different features depending on the type of document. LDA is one of the methods for extracting topics, and it is a topic model that selects topics and words from topics through probabilities based on word frequency in the document. LDA is particularly good at finding the exact topic of a subject within a given set of documents [7,8]. 
In [7], Cho and Lee proposed a method to evaluate the importance of potential keywords extracted using LDA in order to overcome the limitation of extracting potential keywords in the existing keyword extraction research.  In [8], Jung et al. extracted topics using LDA and analyzed documents to compare them with words in the topic to determine topic categories. The document should be analyzed separately in order to extract the topic and select the name of the topic through the existing LDA. Therefore, in this paper, we propose an efficient method of constructing a model by extracting topics using the LDA model and training through CNN based on extracted topics. News articles in four categories are classified. Performance evaluation is conducted through the CNN model for existing text category classification and the accuracy of the proposed CNN model.

III. Category classification method
In this section, we describe the topic extraction method using LDA and CNN construction and evaluation method. Fig. 1 shows the category classification model using LDA and CNN proposed in this paper.
The type of document to be classified in this paper is a news article and consists of four categories in total. The categories are Business, Entertainment, Health, and Technology. The data set for learning is composed of 1,000 news articles and a total of 4,000 news articles. The data set for testing consists of 100 news articles and a total of 400 news articles.
A. Topic extraction method using LDA
To extract the topic of a news article, the sentences are preprocessed into words. Tokenizing, Delete Stop-word, and Stemming are performed in the preprocessing step. Topics and words from topics are from the preprocessed document are extracted through LDA. The process of extracting topics through LDA is shown in Fig. 2.
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Figure 2. : Topic extraction process through LDA model
In Fig. 2, N is the topic and M is the document. α and β represent the parameters of the corpus level. α is the dirichlet distribution representing the pattern of the topic. β is a dirichlet distribution that indicates which patterns the words in the topic are. θ is a document-level parameter that represents the distribution of topics for the document. z is the probability that a word will appear in the topic. w is the actual observed word in the topic[7]. In this paper, we extracted 100 topics per category to extract as many topics as possible. When the probability of occurrence of a word in a topic is 0.001 or less, it is judged as having low influence in the document and was removed. Gensim, an open library based on Python, was used. Table I is an example of extracting topics and words within topics through LDA.
TABLE I

Examples of extracted topics and words within topics
	Business
	Entertainment
	Health
	Tech

	scotland
carney

bank

union

said

independent

uk

england

scottish

︙
	love

bachelor

rose

feel

propose

date

season

thought

photo

︙
	health

care

healthcare

premium

report

service

private

coverage

help

︙
	science

universe

network

space

spacetime

astronomy

earth

program

solar

︙
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Figure 1. : System configuration diagram
B. CNN construction and evaluation method
The CNN model is constructed based on the words extracted by category through LDA. Fig. 3 is an example of constructing a CNN model.
The CNN model consists of a convolution layer, a pooling layer, and a fully connected layer. In the convolution layer, words are vectorized by word embedding and feature values are extracted using a filter. The formula for extracting feature values is shown in (1).
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Figure 3. :  Example of a CNN model construction

W is a weight vector having the same size as the filter, X is a set of word vectors, and b is the bias value. Feature values extracted from the convolution layer are reduced by the Max-pooling method in the pooling layer. Max-Pooling is a technique for extracting the largest value among the extracted feature values to generate an array. In the Fully connected layer, the number of arrays from the pooling layer are combined into one and derive the output through Softmax. Softmax is a classification algorithm that changes the sum of the values in a set to a probability value of 1. The loss derived from the pooling layer is calculated using an activation function. If the loss is an outlier, the value is re-trained through backpropagation. The activation function used in this paper is Relu, and is shown in (2).
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In (2), x is derived from the pooling layer. The Relu function changes the value to 0 when the value is less than 0, and the value is used if it is 0 or more. CNN was constructed using Python-based Tensorflow, and the hyperparameter used to construct the model is shown in Table II. Using Table II, 132,500 trainings were conducted. 20% of the training dataset was constructed as a dev set for the evaluation of the training. As a result, the accuracy was 95.39%. 

Fig. 4 shows the result of categorizing documents into CNN and extracting topics using LDA and then categorizing them through CNN. Fig. 4 indicates that when CNN is applied to the document without extracting the topic, the accuracy is 88.14%, whereas when CNN is applied to the topic extracted from the LDA, the accuracy is 93.27%, showing an improvement of about 5%.
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Figure 4. : Comparison of Accuracy between CNN and LDA + CNN
IV. Conclusion and Future Research
While various deep learning algorithms for analyzing big data have been studied, CNN has shown excellent performance in image and text classification. Recently, research on CNN for analyzing texts are actively conducted, but most are studies on improving CNN performance. Therefore, in this paper, we proposed a method to improve accuracy by considering the characteristics of documents when classifying categories by using CNN. It was noted that the topics would be different 
depending on the characteristics of the documents. After extracting topics using LDA, the topics were used to train through CNN to classify the documents. Classified documents are news articles in four different categories. The categories are Business, Entertainment, Health, and Technology. The proposed method showed 5% improvement in performance compared to using CNN alone. 

Future research will be conducted to improve the performance of the proposed method by studying the construction of a refined dataset suitable for deep learning by detecting unnecessary topics included in training data.
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